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Motivation

• Physics analysis at HEP experiment become more and more complex

• Big data (normally PB-EB), lots of data processing and checks ...

• Lots of human-computer interactions

• Many tasks can be regarded as text/code generation

• LLM is good at text/code generation

• We need an AI system which "understand" HEP knowledge (how to do physics 

analysis, how to deal with the tools/codes, etc. )

• The key is how to model the HEP knowledge, such as physics analysis

• Start from lepton collider experiment (BESIII) where the analysis is relatively 

simpler 
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Introduction of BESIII - physics program

High energy scan: exotic hadrons, charm meson/baryons

• >700 scientists and engineers

• Tau-charm factory, rich physics programs

• Light hadrons

• Charm meson/baryons

• Charmonium

• Precise test of SM

• Search for new physics

• Hundreds of physics results

• Discovered >30 new hardrons

• First tetraquark state: Zc(3900)

• Good for analysis modelling
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How LLM can help
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• LLM is good at text/code generation, but the 

rules in natural languages is different from 

HEP data, LLM can not touch data directly

• A new paradigm: AI assist scientists in 

reasoning, planning, and executing HEP tasks 

under human supervision

• Key challenge: LLM is not magic, it is just 

statistics, how we can let LLM "understand" 

our "knowledge" ?

• Possible solution:

• Develop a Domain-Specific-Language 

(DSL) to represent and store HEP-related 

knowledge, i.e. how to do analysis 
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Simulation: from parameters to data

Theory Generator Detector Data

Reconstruction

Human-AI collaboration: Dr. Sai Project

SelectionsStatistical analysis

Analysis: from data to parameters

Driven by Dr.Sai,

Guided by human

Each step could be 

replaced by ML modelsautogen

• A multi-agents system based on LLM, 

aim to automate the HEP data 

analysis

• AI agent ≈ LLM + Tools + 

knowledge

• Developed on autogen framework

• LLM is switchable:

• Now using DeepSeek V3/R1

• Analysis tools are integrated 

https://microsoft.github.io/autogen/stable/index.html


First attempts of analysis modelling  
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• Current LLM do not know the HEP data analysis 

procedures and do not understand the logics

• We can interpret the analysis to a Domain-

Specific-Language (DSL)  

• Define each step of analysis in sequence, so the 

LLM can "understand" the procedure 

• BESIII has published >600 physics results

• We have to translate them to DSL manually now

• DSL is served as a guide to Dr. Sai

• Dr.Sai will find the DSL for the analysis similar to

the user's target analysis and take it as reference



Preparation of DSLs
• The DSL can be converted from BESIII papers by VLM efficiently 

• We plan to frozen the DSL version soon, then launch bulk production
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Converted 

by LLM

DSL

BESIII paper

Source code

Plots



Memory of Dr. Sai - RAG
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• Retrieval-Augmented Generation (RAG)

• Most-promising solution to suppress hallucinations

• Usage: store BESIII internal data from twiki, webpage, internal docs and reviews of 

analyses, and DSL

• Current approach: vector store (will move to knowledge graph)

• Embedding models: BGE-M3 and PhysBert

• Convert input data into vectors in a multidimensional space

• Dr.Sai will search in this vector store before asking LLM



Multi-Agents system
• The HEP data analysis is too complex for LLM now

• We can devided the complex task to small and simple task, and develop a dedicated agent for each 

kind of task

• Multi-Agents (foundation model is switchable):

• Host: select correct agent

• Planner: task decomposition

• Coder: code generation

• Tester: testing/execution 

• Internal assistant

• Human can chat with Host, then Host chat with other agents

• Each agent could have different LLM and RAG collection

• Support distributed deployment
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What can it do now

• Simple analyses, e.g. BR measurement for some channels

• A preliminary DSL is developed to represent the analysis

• Some examples are provided

• So Dr.Sai “know” some info of analysis procedures

• Analysis workflow is re-organized

• Predefined multiple modules, configured using json (easily converted from DSL)

• More than x10 reduction on the amount of code to be generated

• So Dr.Sai can easily generate the necessary code/configs

• The analysis tools are integrated

• So Dr.Sai can do tasks automatically, e.g. job submitting, plotting, simple fitting
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Current pipeline

12

Please measure the cross-
section of the psip -> pi+ pi-
[Jpsi -> mu+ mu-] process at 
the 3.686 GeV energy point and 
plot the invariant mass of 
Jpsi(mu+mu-). If Monte Carlo 
generation is required, simulate 
10,000 events. Plan first, then 
execute.

User's prompt Task decomposition Code generation

High performance 

computing system

Execution using 

htcondorError monitoring & ReflectionTarget distribution

Finish tasks 

in sequence
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One example
• Now Dr.Sai can config/call BESIII analysis tools to do simple analysis automatically 

• One test，use the 𝜓 3686 → 𝜋+𝜋−𝐽/𝜓 to measure multiple branching fractions of 𝐽/𝜓

decays

• Prompt: “please measure xxx using xxx dataset, fit xxx and estimate the BFs

13

MC 

simulation
Reconstruction

Object/Event 

selections

Paper under 

preparation

Relatively 

simple 

workflow for BF 

measurements
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Experience and plan 

• The key is HEP knowledge representation and embedding !

• Knowledge means how to do physics analysis

• Current solution: interpret analysis procedure into DSL and store in RAG

• Next (target: June 2026): 

• Use DSL to re-organize the whole workflow of Dr.Sai

• Human-AI collaborate to work on real analysis

• Assist expert to work on real physics analysis at BESIII

• Lots of works on-going, stay tuned
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The Next Dr.Sai
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• We need to make it useful

• Current prototype looks promising

• Next will be a human-AI collaboration

• User raise ideas

• Dr.Sai generate draft-DSL

• User review and correct the DSL

• Dr.Sai execute following the DSL

• User monitor & control the workflow

• Can be easily migrated to other HEP 
experiments, e.g. ATLAS, CMS, LHCb



Prospects

• >700 physics results from ~700 people in the past 14 years

• More than 30 new hadrons are discovered from hundreds of decay channels

• More data will be collected after BEPCII-upgrade

• We can use Dr. Sai to go through all the channels quickly once new data were collected

• Or we can use natural language to guide Dr. Sai to do new analysis 
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Summary
• LLM could be very helpful for HEP

• Not just generate draft code/text, but also can be used to automate the analysis

• A prototype of Dr.Sai is built

• It can be used to automate the workflow of simple analysis at BESIII from user's 

query to preliminary BFs correctly, more validations are on-going

• More advanced usage of LLM need new ideas, e.g. knowledge representation and 

embedding

• We plan to build Dr.Sai

• Next will be a more intelligent Dr.Sai

• We are migrating to other experiments now

• Welcome to discuss/collaborate !

172nd AI+HEP in East Asia2026/01/19



backup
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Dr. Sai (赛博士）project
• LLM is switchable: GPT/LLaMA/DeepSeek

• Default: DeepSeek V3/R1

• Investigating the approaches to build better domain LLM

Short for Dr. Science and 

Dr. Cyber in Chinese
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DeepSeek

Offline software

Developed based on autogen framework.

https://microsoft.github.io/autogen/stable/index.html


One example of Dr. Sai V1 

• Task decomposition

• Compose complex task into multiple small, 

simple, and well-defined sub-tasks

• Sub-tasks will be executed in sequence 

2026/01/19 2nd AI+HEP in East Asia 20

How to search for Zc(3900)



One example of Dr. Sai V1 
• BESIII internal assistant

• Prompt: where is the xxx MC sample

• Then it search in RAG collections 

• LLM read the RAG outputs and conclude correctly 
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Multi-Agents communication logics
1.Human pass task to Dr.Sai

2.It will think if this task is simple or complex and if all 

tasks in task tree are finished 

3.The Host need to think to select the next agent

1.Planner, coder, tester, or others

2.Planner will make/update task tree 

3.Coder will write corresponding code

4.Tester will launch a worker in a specific computing 

environment and do execution

4.We are testing a better definition of agents and logic 
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Evaluation system
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• Constructed our own benchmark in AgentBench framework

• RAG evaluation

• Signal: correct 100 Q-A pairs

• Background: incorrect 1200 Q-A pairs (random combinations)

• Tested different embedding models

• Agent-level evaluation

• Task decompositions: check the similarity between agent output and reference

• Next agent selection: compare the name of next agent from host to reference

• Dr. Sai evaluation

• Comparisons on Dr. Sai output, e.g. histograms 

https://github.com/THUDM/AgentBench


Evaluation system
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1. RAG recall (recall: 100%, precision: 89%(Bge-M3) & 93%(Physicsbert))

2. Task decomposition 3. Agent selection



New interface of Dr.Sai
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Dr.Sai v1.0 UI based on Chainlit (2024.07)
Dr.Sai v2.0 UI based on OpenWebUI (2025.07)

On-going

Plan to move to Magentic-UI

More friendly for interactive
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